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A B S T R A C T

Modern network intrusion detection systems must be able to handle large and fast changing data, often also taking into account real-time requirements. Ensemble-based data mining algorithms and their distributed implementations are a promising approach to these issues.

Therefore, this work presents the current state of the art of the ensemble-based methods used in modern intrusion detection systems, with a particular attention to distributed approaches and implementations. This review also consider supervised and unsupervised data mining algorithms, more suitable to work in an environment that requires the analysis of data streams in real-time. Sharing knowledge across multiple nodes is another of the key points in designing appropriate NIDSs and for this reason, collaborative IDS were also included in this work. Finally, we discuss some open issues and lessons learned from this review, which can help researchers to design more efficient NIDSs.
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1. Introduction

Network Intrusion Detection Systems (NIDSs) are usually distinguished in signature-based or misuse-based intrusion detection systems and anomaly-based intrusion detection systems. In the
misuse based approach, that can be summarized as ‘detect what I know’, when an attack has been discovered, the different steps of the attack are encoded in a signature, then the signature is stored in a database and finally it is used by the system to detect the attacks. On the contrary, anomaly-based systems, first try to model the normal behavior of the system to be protected, and then generate an alarm when a significant deviation from this normal behavior is detected. However, it is problematic to define opportunely how significant the deviation is in these kinds of systems, as it is necessary to find a trade-off between generating a large number of false alarms and letting some attacks elude the system.

As a consequence of our interconnected society and also due to the increased speed of the underlining network connections (gigabits per second) (Lai et al., 2004), computer network activities, human actions, systems, etc. generate large amounts of data and network traffic (typical examples of these streaming data in this particular domain are network logs, credit card transactional flows, and sensor network data). Indeed, this aspect must be seriously taken into account in designing modern NIDSs, which have to handle these large and fast-changing data. Typically, data mining-based algorithms are among the most used to this aim (Dua and Du, 2011). However, the ever-changing nature, the high volume of these data, the large amount of storage necessary, etc. can put in crisis traditional sequential data mining algorithms, as they are not able to capture new trends in the stream. In fact, traditional algorithms assume that data is static, i.e. a concept, represented by a set of features, which does not change because of modifications of the external environment.

A more flexible approach is that of ensemble-based algorithms (Kuncheva, 2004), which have been stimulating an increasing interest in the intrusion detection community as they have some characteristics of interest in this particular domain. Indeed, they can be easily implemented in parallel/distributed architectures, improve the accuracy of a weak learner, can be specialized for the detection of one particular class and are particularly suitable to the case of unbalanced datasets.

In the last few years, distributed computing has considerably changed due to the emergence of new environments, such as grid and cloud computing. In particular, the Cloud Computing paradigm has enormous potential for intrusion detection systems; in fact, the availability of distributed resources on demand permits data and computational power to be accessed, previously hardly obtainable, and make it possible to deal with complex problems with real-time constraints. Furthermore, even for industries or institutions that do not have the opportunities to use expensive clusters, it is possible to design and to execute massively parallel algorithms also by exploiting the potentialities of the modern multicore CPU and GPU-based architectures.

The increase in the volume of data that need to be processed tends to push the computational load that the underlying hardware needs to sustain to its limits. Indeed, recall that in order to be really useful a NIDS should work in real time, and it needs to sustain the analysis of the data stream involved without saturating all the resources available.

Moreover, increased network connections also mean an increase in the number of alarms generated, especially in the case of signature-based NIDS. As a consequence, there is an ever increasing need for solutions that do not overwhelm human operators with a number of unmanageable alarms. Finally, NIDS need to be capable of dealing with new undocumented attacks, for which a signature is not already available, i.e., the 0-day attacks.

In view of the previous considerations, this paper mainly reviews the ensemble-based algorithms based on data mining techniques that can be implemented in a parallel/distributed environment in as straightforward way as possible. Choice of reviewing mainly ensemble-based methods is due to the fact that they are not sufficiently treated in the literature for the task of intrusion detection.

More in detail, this review aims not only to analyze supervised data mining algorithms, but also works based on anomaly detection and, in particular on clustering suitable to operate in an environment that requires the analysis of data streams in real-time. Sharing knowledge across multiple nodes is another of the key points in designing appropriate NIDSs and for this reason, collaborative IDSs were also included in this work.

1.1. A panoramic of surveys on Intrusion Detection Systems

In this section, we review the main surveys in the field of intrusion detection and remark on the differences from our work.

Many surveys give a general overview of network anomaly detection systems, for instance Raut and Singh (2014) and Kemmerer and Vigna (2002): an interesting survey of the field of anomaly-based network intrusion detection can be found in García-Teodoro et al. (2009), which also includes a panoramic of the principal anomaly-based intrusion detection techniques, namely statistical-based, machine learning-based and knowledge-based. For each of the techniques illustrated, the main systems present in the literature are described. Moreover, the main challenges of the field are outlined and discussed.

However, one of the most comprehensive introductions to the field of Network Anomaly Detection (NAD) is presented in Bhuyan et al. (2014). The main aim of this paper is to provide enough informations for a new researcher to acquire a certain familiarity with every aspect of the field. Accordingly, it contains a clear categorization of most common attacks encountered and of the main systems for network intrusion detection, according to the anomaly detection method and to the computational technique adopted. Based on this classification, an in-depth comparison is performed of the different architectures. A review of the principal tools that are useful to researchers in the network anomaly detection field is also included, as well as a comparative description of the datasets of network traffic publicly available.

Other surveys, described in the following, are more specific to a topic, types of data or technique. The problem of preprocessing and feature selection in the anomaly detection field is illustrated in detail in Davis and Clark (2011). The review covers both automated methods for features extraction and techniques used to reduce the dimensionality of the problem. In fact, the authors analyze the literature on this topic and identify a shift from techniques that rely on the analysis performed by human domain experts to automatic solutions that implement a broad range of techniques of analysis.

Generally, systems are categorized according to the detection paradigm considered and to the type of attack, i.e., denial of service, worms, etc. The work in Sperotto et al. (2010) concentrates on the intrusion detection systems that operate at the level of network flow. In Patel and Buddhadev (2014), the authors present a review of the main machine learning techniques employed in the network intrusion detection field. The techniques considered include rule-based learning, decision tree, Bayesian reasoning, neural networks, support vector machines and clustering. Moreover, a section devoted to nature-inspired techniques is also included, which covers artificial immune systems, genetic programming and swarm intelligence. In addition, a comparison of the performance of the different techniques is illustrated, reporting experimental results contained in the literature. Finally, the current challenges of the field are discussed.

In Hoque et al. (2014), a panoramic of tools useful to researchers in the intrusion detection field is presented. In particular, the main steps necessary to perform an attack are described. Scanning and sniffing tools are discussed, as well as an extensive
discussion of attack launching tools. Network monitoring systems and working attack detection systems are also covered. Finally, the main challenges that researchers in the field have to face are the subject of the closing considerations of the work. The same authors also reviewed the topics of port scans, scanning tools and launching attacks in Bhuyan et al. (2011c) and the main detection techniques in Bhuyan et al. (2011a) and Bhuyan et al. (2011b).

More correlated to our paper, two surveys of network intrusion detection systems from the distributed point of view can be found in Zhou et al. (2010) and Vasilomanolakis et al. (2015). Zhou et al. (2010) point their attention to coordinated attacks such as large-scale scans, worm diffusion and distributed denial of service and on the research in the field of collaborative intrusion detection that aims to detect and prevent these kinds of attack. The work describes different architectures of a collaborative intrusion detection system and also illustrates some algorithms used for the task of alert correlation. Vasilomanolakis et al. (2015) outline the general architecture of a collaborative intrusion detection system. The main building blocks of these systems and the methodology to integrate them in a common environment are described. In comparison with the latter two papers, our work is more focused on the ensemble-based paradigm, and on unsupervised and supervised data mining techniques. In addition, we analyzed the main distributed algorithms used for these topics, while the above-cited papers are more aimed at a general discussion of the possible collaborative and distributed architectures, without discussing the interesting ensemble-based techniques.

Another related work (Corona et al., 2009b) reviews many state-of-the-art solutions for computer security from the point of view of the information fusion and proposes a general scheme to perform information fusion for intrusion detection in computer systems. In addition, the work discusses strengths and weaknesses of currently used approaches and examines some interesting research issues. However, the paper is less specific than our, as it treats computer security in general, and furthermore it does not analyze parallel/distributed solutions.

Indeed, to the best of our knowledge, there are no up to date surveys in the literature on distributed and collaborative systems with particular emphasis on the ensemble approach.

1.2. Overview of the paper

The paper is organized as follows: Section 2 surveys NIDS approaches based on the ensemble techniques, mainly analyzing data mining approaches: supervised, unsupervised and also hybrid solutions; in addition a subsection is devoted to discussing ensemble systems based on other techniques, i.e., Hidden Markov models; Section 3 provides a description of the distributed and collaborative approaches, in particular the main works concerning collaborative IDS, data mining distributed systems and high-performance implementation are illustrated; Section 4 discusses the strengths and weaknesses of the reviewed approaches and some open issues in the field; finally, Section 5 concludes the paper.

2. Ensemble-based techniques

Ensemble-based techniques permit one to combine multiple (heterogeneous or homogeneous) models in order to classify new unseen instances. In practice, after a number of classifiers are built usually using some parts of the original dataset, the predictions of the different classifiers are combined and a common decision is taken. Different schemas can be considered to generate the classifiers and to combine the ensemble, i.e. the same learning algorithm can be trained on different datasets or/and different algorithms can be trained on the same dataset.

The best known and used ensemble-based algorithm is the boosting algorithm, first introduced by Schapire (1990, 1995). In order to boost the performance of any “weak” learning algorithm, i.e. an algorithm that “generates classifiers which need only be a little bit better than random guessing” (Schapire, 1995), the boosting method adaptively changes the distribution of the training set according to how difficult each example is to classify. This algorithm, in common with many ensemble-based algorithms, has the drawback of needing to repeat the training phase for a number of rounds and that is really time-consuming in the case of large datasets or not practicable in the case of real-time requirements, i.e. in the intrusion detection domain. On the contrary, other variants of ensemble-based algorithms use functions to combine the classifiers that do not need to reuse the original training set. The majority vote is a classical example of this kind of combiner function, but there are many other functions with this property and they are named non-trainable combiners (Kuncheva, 2004). Combiner functions having this property considerably reduces the time requirements required to compute them, as it is not necessary to reuse the training set in this phase.

The information fusion approach, which combines information coming from different sources in order to build new aggregate features or to enhance the solution of a problem, may permit to solve better or more efficiently an IDS task (Dasarathy, 2003). In fact, different aspects can motivate the use of information fusion for this kind of problems, i.e., information may be present at multiple abstraction levels and may be collected from multiple sources, different abstraction levels can be present in the data, it is effective in increasing timeliness of attack identification and in reducing false alarm rates and usually obtain high detection rate, etc. However, as an additional computational overhead must be also taken into account to process these different sources, a fast and effective fusion of information is fundamental to enhance the value of the classification and clustering task and the computational cost of the process must be taken into account. Many fusion-based techniques can be applied to the intrusion detection task. An interesting classification (Bhuyan et al., 2014) considers three cases depending on whether the algorithm operates at the level of the data (data level), of the features (feature level), and of the final decision (decision level). Indeed, some methods try to consider the semantic groups in which the high dimensionality space of the features is divided or the hierarchical abstraction levels or the type of information contained. Furthermore, as the intrusion detection task can be computationally expensive, many of the information fusion-based approaches, which we review in the next section, adopt non-trainable functions to combine the classifiers.

IDSs benefit from using information fusion and ensemble-based algorithms for a number of reasons. First, these techniques perform well both when data are very scarce and when we have a huge amount of data; furthermore, they can be easily implemented in efficient computing environments such as parallel, multi-core, and GPGPU architectures and also on P2P and Cloud computing environments. In addition, they can easily model different abstractions or parts of a network, i.e., some models can be trained on some parts or on some levels of the network and finally combined together, to assure a better prediction.

More in detail, in the next subsections, we analyze different variants of ensemble and information fusion-based approaches for the intrusion detection task: supervised and unsupervised data mining approaches, hybrid techniques combining the previous two approaches and some interesting statistical techniques. A summary of the main characteristics (i.e., the technique adopted, the preprocessing phase used, the function combining the ensemble, the datasets on which the experiments are conducted, the metrics used for evaluation, etc.) of these works is given in Table 1 (data mining-based approaches) and in Table 2 (statistical approaches and other techniques).
<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Year</th>
<th>Technique(s)</th>
<th>Ensemble</th>
<th>Dataset(s)</th>
<th>Preprocessing</th>
<th>Metric(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perdisci et al. (2009)</td>
<td>2009</td>
<td>SVM</td>
<td>Average, product, minimum and maximum rule</td>
<td>DARPA, GATECH (Real traffic and injected attacks)</td>
<td>Clustering based Dhillon et al. (2003)</td>
<td>ROC curve</td>
</tr>
<tr>
<td>Borji (2007)</td>
<td>2007</td>
<td>ANN, SVM, Decision Tree, k-NN</td>
<td>Majority voting, average and “belief” function</td>
<td>DARPA 98</td>
<td>None</td>
<td>Detection rate, false positive rate</td>
</tr>
<tr>
<td>Aburomman and Ibne Reaz (2016)</td>
<td>2016</td>
<td>SVM, k-NN</td>
<td>Weighted majority voting chosen by PSO Adalboost</td>
<td>KDD’99</td>
<td>None</td>
<td>Classification accuracy</td>
</tr>
<tr>
<td>Sivatha Sindhu et al. (2012)</td>
<td>2013</td>
<td>Decision Tree, C4.5</td>
<td>Majority voting, average and “belief” function</td>
<td>KDD’99</td>
<td>Genetic Algorithm</td>
<td>True and false positive rate, precision, recall and F-measure</td>
</tr>
<tr>
<td>Zhang and Zulkernine (2008)</td>
<td>2006</td>
<td>Random forest</td>
<td>Majority voting</td>
<td>KDD’99</td>
<td>None</td>
<td>ROC curve</td>
</tr>
<tr>
<td>Jungsuk et al. (2009) and Song et al. (2013)</td>
<td>2009, 2013</td>
<td>Density based clustering, SVM</td>
<td>Maximum rule</td>
<td>Real traffic</td>
<td>None</td>
<td>ROC curve</td>
</tr>
<tr>
<td>Giacinto et al. (2008)</td>
<td>2008</td>
<td>k-means, i-SVC, Parzen-window density estimation</td>
<td>Maximum, minimum, mean and product rule</td>
<td>KDD’99</td>
<td>Information theoretic based</td>
<td>Detection rate, false positive rate</td>
</tr>
<tr>
<td>Hybrid Horng et al. (2011)</td>
<td>2011</td>
<td>SVM</td>
<td>None</td>
<td>KDD’99</td>
<td>None</td>
<td>ROC curve</td>
</tr>
<tr>
<td>Nguyen et al. (2011)</td>
<td>2011</td>
<td>k-means algorithm, Decision Tree</td>
<td>Weighted mean</td>
<td>KDD’99</td>
<td>Data mining based, BIRCH algorithm Zhang et al. (1996)</td>
<td>Accuracy, false positive rate</td>
</tr>
<tr>
<td>Elbasiony et al. (2013)</td>
<td>2013</td>
<td>Weighted variant of K-means</td>
<td>Random Forest</td>
<td>KDD’99</td>
<td>None</td>
<td>True positive rate, false positive rate</td>
</tr>
<tr>
<td>Singh et al. (2015)</td>
<td>2015</td>
<td>OS-ELM</td>
<td>Feature aggregation stage</td>
<td>NSL-KDD, Real traffic</td>
<td>Filtered, consistency, CFS subset evaluation and DBSCAN</td>
<td>Accuracy, true and false positive rate, true and false negative rate, F1-score, precision and execution time</td>
</tr>
</tbody>
</table>
Table 2
Summary table of papers reviewed, statistical approaches.

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Year</th>
<th>Technique(s)</th>
<th>Ensemble</th>
<th>Dataset(s)</th>
<th>Preprocessing</th>
<th>Metric(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ariu et al. (2011)</td>
<td>2011</td>
<td>HMM</td>
<td>Minimum, maximum, mean and geometric mean</td>
<td>DARPA, Real traffic</td>
<td>Random projection</td>
<td>ROC Curve</td>
</tr>
<tr>
<td>Song et al., 2009</td>
<td>2009</td>
<td>HMM</td>
<td>Weighted sum</td>
<td>Real traffic</td>
<td>None</td>
<td>ROC Curve</td>
</tr>
<tr>
<td>Boro et al. (2012)</td>
<td>2012</td>
<td>C4.5, Naïve Bayes, and decision tree</td>
<td>Meta ensemble, weighted majority vote Modification of AdaBoost</td>
<td>KDD’99, TUIDS</td>
<td>Information gain based</td>
<td>Classification accuracy</td>
</tr>
</tbody>
</table>

2.1. Supervised data mining

The technique of n-grams has been extensively employed for different kinds of problems, i.e., the statistical analysis of texts (Leopold and Kindermann, 2002; Dasmanek, 1995) and the problem of speech recognition. A model of the text is usually obtained by a sliding window of n-characters that form an n-gram. At steps of one character, the n-grams captures constitutes a set that represents the text. The use of n-grams has a computational cost that grows exponentially in n, as the feature space grows as 256\(^n\); therefore, this technique is computationally expensive. Nonetheless in protocols like HTTP, the content of a request is encoded in plain text, hence the name text-based protocols, and from here it follows that the technique of n-grams is clearly suitable to model the payload packet containing HTTP data, subsequently analyzed in search of anomalous content.

The pioneer work on applying n-grams to intrusion detection is described in Wang and Stolfo (2004), in which the PAYL network intrusion detection system is presented, while extensions of this work are discussed in Wang et al. (2006a, 2006b).

In the paper (Perdisci et al., 2009), an IDS based on an ensemble of SVMs is proposed. In this approach, the payload is modeled using the technique of 2\(_n\)-grams. Namely, for a fixed \(\nu\), the payload is represented as a sequence of 2\(_\nu\)-grams extracted at intervals of \(\nu\) bytes. Varying the value of \(\nu\), a representation of the payload in different feature spaces is obtained. It is worth noting that each feature space obtained in this way has dimension 256\(^\nu\). In order to reduce the dimension of the feature space, the authors adopt a preprocessing stage, i.e., a clustering algorithm based on the technique originally proposed in Dhillon et al. (2003). In the training phase, an ensemble of SVMs, one model for each representation of the payloads, is build in order to model the normal traffic. In the detection phase, whenever a packet is received, each representation is classified by the corresponding SVM, giving as output an estimate of the probability that the payload belongs to normal traffic. The output probabilities are then combined using a non-trainable combiner, chosen among the average, the product, the minimum or the maximum. The output is then an overall estimate of the probability \(P\) of the payload being normal. Finally, the payload is then classified as normal if \(P\) is above a prefixed threshold. Experimental results were conducted on the well-known DARPA dataset and on the GATECH dataset, obtained by collecting seven days of real HTTP requests towards the website of the College of Computing School at the Georgia Institute of Technology, considered as normal traffic; subsequently, synthetic attacks generated by the polymorphic shell-code engine CLET\(^1\) were added to the dataset. The approach is compared to PAYL and it results more effective in detecting polymorphic attacks and in detecting attacks with a very low false positive rate. However, the system has execution times higher than PAYL. A prototype of the system, also comprising the source code is available for download.\(^2\)

In Borji (2007), a number of classifier algorithms, i.e., ANN, SVM, the Decision Tree and k-NN are trained and tested on a subset of the DARPA dataset and compared using detection and false positive rates. After that, the above-mentioned classifiers are combined in an ensemble by means of a combination rule, chosen among the majority voting rule, the average rule and the “belief” function, i.e., a function based on the estimation of the probabilities that a pattern assigned to a given data class actually belongs to that class or to other classes. Experimental results show that the ensemble-based approach tends to provide more reliable results compared with the approach based on a single classifier. In particular, the “belief” combination rule obtains better results.

In Aburomman and Ibne Reaz (2016), Aburomman et al. train two types of base classifiers, SVM-based and k-NN-based, on the KDD’99 dataset. After this preliminary stage, the base classifiers are combined in an ensemble by a weighted majority voting. Three techniques are employed in order to choose the weights of the combination function: one based on the particle swarm optimization (PSO), another based on a variant of the PSO, which uses local unimodal sampling in order to iteratively varying the search range of the parameters in an optimal way, and lastly the Weighted Majority Algorithm, introduced by Littlestone and Warmuth (1994). Experimental results show that the ensemble technique is able to improve the results obtained from the base classifiers alone in term of classification accuracy. Moreover, the best results are obtained by using the combination function, which adopt the technique based on the variant of the PSO.

An ensemble of neural networks is the basis of the architecture proposed in Sivatha Sindhu et al. (2012). In particular, the AdaBoost algorithm is used to train an ensemble on the KDD’99 dataset. In order to select the optimal subset of the features from the dataset, a genetic algorithm is employed, in which the individuals in the population are ensembles trained on a specific subset of the features and the fitness function is the accuracy on a validation set. It is well known that models based on neural networks tend to involve a certain complexity. To avoid this drawback, a decision tree is built by running the C4.5 algorithm on the classes obtained from the above-described technique. Experimental results show that the overall solution is better than the solutions based on neural networks and decision trees alone, with respect to different metrics, i.e., True Positive and False Positive Rate, Precision, Recall and F-measure.

\(^{1}\) http://phrack.org/issues/61/9.html

\(^{2}\) https://pralab.diee.unica.it/en/HMMPayl_and_McPAD
2.2. Unsupervised data mining

The supervised IDSs, described in the previous subsection, need to be trained on labelled datasets containing normal traffic and most of them also require that a considerable number of attacks are present in the training set. In this phase, usually the statistical behavior of the normal traffic is established and the parameters of the model are tuned accordingly. In many cases, a labelled dataset is difficult to obtain or only a few labeled tuples are available, and therefore unsupervised data mining algorithms are more suitable to cope with this problem. In the following, we review the main papers concerning unsupervised algorithms based on the ensemble model used in the intrusion detection field.

An unsupervised IDS framework based on the random forest algorithm is described in Zhang and Zulkernine (2008). The system comprises a preprocessing phase that analyzes the network traffic and generates a dataset. Then, an analysis is performed off-line, as the computational cost of the algorithm employed, i.e., random forest, make it unfeasible for on-line analysis. The random forest algorithm (see Breiman and forests, 2001), is made up of an ensemble of regression trees and it generates a different tree for each bootstrap sample of the dataset. When an object needs to be classified, each tree gives a vote and the overall class is chosen by performing a majority voting. After the training stage, a proximity function between the instances is established and, in the detection stage, a number of outliers are individuated, based on the fact that the distance exceeds a prefixed threshold. The approach is evaluated on the well-known KDD’99 dataset and experiments prove that its accuracy is comparable to previously reported approaches, but it achieves a higher detection rate maintaining the false positive rate relatively low.

Another unsupervised approach based on data mining techniques is described in Jungsuk et al. (2009) and in Song et al. (2013). In the first paper, the overall architecture of an IDS is described, which consists mainly of three stages, i.e., filtering, clustering and modeling. During the training phase, the attacks are filtered and eliminated from the training data. This step is accomplished by an algorithm that employs a notion of density, which is determined by the ratio of attacks with respect to normal traffic; this parameter needs to be specified by the user. After the data has been filtered, the system performs a clustering of the training data. Again, this step is determined by a parameter specifying the number of clusters to be obtained. The clusters obtained represent different models of normal traffic. Finally, in the modeling stage, for each cluster obtained, a one-class SVM is trained. In the testing phase, the traffic instances are evaluated by the ensemble of SVMs obtained in the previous step. Instances are flagged as normal, if their representation falls inside one of the one-class SVMs. In Song et al. (2013), the authors extended the proposed method in order to tune the values of the above-mentioned parameters automatically without any intervention by the user. The architecture is evaluated on real traffic data obtained from Kyoto University. The two approaches are compared and the results show the superiority of the automatic approach, its efficiency in determining the suitable number of clusters and in estimating the ratio of attack instances with respect to normal traffic.

In Bhuyan et al. (2012), a fully unsupervised approach is presented based on a clustering technique. The clustering stage of the preprocessed data is performed by the TreeCLUS algorithm. This clustering technique is a tree-based subspace clustering algorithm that employs information theoretic concepts (see Amir et al., 2011) in order to identify the most relevant features. Moreover, TreeCLUS performs a cluster stability analysis by using an ensemble and each element of the ensemble uses a different clustering stability measure to perform the task. The measures employed are Dunn index (Dunn, 1974), C-index (Hubert and Schultz, 1976), Davies Bouldin index (Davies and Bouldin, 1979), Silhouette index (Rousseeuw, 1987), Xie-Beni index (Xie and Beni, 1991). The results obtained by the classifiers are combined by a simple majority voting. Finally, the clusters obtained by the TreeCLUS algorithm are labeled by the CLUSLab algorithm, which also employs an ensemble approach, described in the following. After computing the cluster size, the compactness and the dominating features subset, it labels each cluster as normal or anomalous by using a maximum decision score-based function. The authors test the two algorithms on the well-known KDD’99 and on the real-world TUIDS datasets, and conclude that both the approaches outperform other existing unsupervised network anomaly detection techniques for the metrics of detection rate and false positive rate.

The approach adopted by Giacinto et al. (2008) is based on a modular ensemble. In practice, each classifier contained in the ensemble is specialized on the classification of the traffic concerning a specific service, e.g. web service, mail service, and so on. Three solutions, all density-based, for the base classifiers are tested: a Parzen-window approach (Duda et al., 2001), an approach based on the K-means clustering algorithm and ν-SVC, a solution inspired to SVM, see Schölkopf et al. (2001) for more details. Then, the base classifiers are combined in the ensemble by using simple non-trainable rules, i.e., maximum, minimum, mean and the product rule. Experiments on the KDD’99 dataset prove that the most efficient approach in terms of the area under the ROC curve is the one based on the ν-SVC technique.

2.3. Hybrid data mining techniques

In this section we collect techniques that combine the advantages of the supervised and unsupervised paradigms, or that include both a component based on misuse detection and on anomaly detection.

The approach (Horng et al., 2011) relies on the BIRCH clustering algorithm, see Zhang et al. (1996). In particular the KDD’99 dataset is split in to its five principal classes, Probe, Dos, U2R, R2L and normal traffic. The above-mentioned clustering algorithm is employed to build five clustering feature trees, one for each class. Roughly speaking, the clustering feature tree is a compact representation of the dataset, in which each leaf node corresponds to a cluster. After this compact representation of the dataset is obtained, a feature selection is performed. Four SVMs, one for each attack class, are then trained and combined together in an ensemble for subsequent testing, performed again on the KDD’99 dataset. Compared to solutions employing different techniques, such as decision trees and K-means, it shows slightly better or comparable performances.

In the approach proposed by Nguyen et al. (2011), data collected from heterogeneous sources such as network traffic packets, operation system audits, and system log files are preprocessed to form a single dataset. The dataset is labeled by means of domain expert knowledge, and other semi-automatic methods to constitute the IDS training set, which is split into a training and a validation set. Then, a clustering of the data is performed by using the K-means algorithm, which infers additional features. Subsequently, a decision tree algorithm is employed to build an ensemble of different classifiers. A weighted mean is used as combiner strategy for the ensemble, where the weights are selected according to the classification abilities of the single classifier established in the validation phase. Experiments are conducted on the benchmark dataset KDD’99 and they prove that the system is able to outperform different ensemble-based algorithms, i.e., bagging and boosting.

A hybrid approach to the intrusion detection problem is presented in Elbashony et al. (2013). In particular, misuse and anomaly-based approaches are combined in the following way. First of all, a high-resolution sample of normal traffic is used to train a misuse detector, which is then used to filter the dataset. The remaining traffic is then clustered by a density-based algorithm, such as DBSCAN or HDBSCAN. The clusters are then used to train an anomaly detector, which is then used to detect anomalies in the filtered dataset. Finally, the outputs of the misuse and anomaly detectors are combined using a weighted average, with the weights determined by a validation set. Experiments on the well-known KDD’99 dataset prove that the hybrid approach outperforms both the misuse and anomaly detectors alone. In particular, the precision, recall, and F1 score of the hybrid approach are higher than those of the two individual detectors.

In conclusion, hybrid data mining techniques are an effective approach to intrusion detection, as they combine the advantages of both supervised and unsupervised methods, and can improve the accuracy and efficiency of the detection process.
all, starting with a labeled dataset, the rules for detecting the attacks are generated by a random forest algorithm and then, these rules are employed in the misuse detection stage. Finally, the anomaly detection phase is accomplished by clustering a new training set using the $K$-means algorithm. Indeed, a weighted variant of the $K$-means algorithm is adopted, where the weights assigned to the features are extrapolated from the output of the random forest algorithm. In order to detect anomalous clusters, known attacks are injected in the training dataset and clusters containing a great number of injected attacks are labeled as anomalous. In the operational phase, the network traffic is first analyzed by the misuse detection stage and, if the traffic does not match any known attack, then it is passed to the anomaly detector that analyses it in order to discover a new kind of attacks. Experiments conducted on the KDD’99 dataset show that this system is able to outperform two other unsupervised anomaly detection frameworks, described in Eskin et al. (2002) and Zhang et al. (2008); it is worth noticing that the second is also based on a random forest algorithm.

An hybrid system based on neural networks is presented in Singh et al. (2015). The feature selection stage of the NIDS is based on an ensemble of three different techniques: filtered subset evaluation, consistency subset evaluation and CFS (correlation feature selection) subset evaluation, see Witten et al. (1991). Moreover, during the training stage, in order to reduce considerably the number of samples to be processed and the overall memory consumption, duplicate and similar connections are clustered by the DBSCAN algorithm. In practice, the centers of these clusters represent profiles of connections. Finally, the classification stage is performed by a neural network based algorithm, OS-ELM (Online Sequential Extreme Learning Machine), trained on the connection profiles that result from the previous stage. Experimental testing is conducted on NSL-KDD and on real traffic collected from the Kyoto University. Different tests are conducted in order to assess that each stage of the proposed architecture improve the overall efficiency with respect to the following metrics: detection accuracy, true positive, true negative, false positive, false negative rate, F1-score, precision and execution time.

2.4. Statistical approaches and other techniques

In this section, we will direct our attention to works that are based on statistical models for the analysis of the incoming network traffic. Among these techniques, the most relevant are based on Hidden Markov Models (HMM). Basically HMMs are a Markov process like Markov chains, but contrary to Markov chains, the transition probability functions between the states is not set a priori but it is determined in the training phase. After considering works based on HMMs, we briefly describe a system that employs the Naïve Bayes Classifiers in the ensemble and one that exploits the use of Neyman-Pearson Hypothesis Testing in order to reduce the false positive detection rate.

2.4.1. Hidden Markov models

In Ariu et al. (2011) and Ariu and Giacinto (2010), an IDS based on an ensemble of HMMs is presented. Differently from the $2_n$-gram analysis of the payload used in the paper (Perdisci et al., 2009), discussed in Section 2.1, this approach models sequences of length $n$, avoiding the problems due to the approximation of the analysis based on $2_n$-grams. In practice, a window of $n$ bytes slides over the payload and it is treated as a sequence that is inserted in the set that represents the payload. This selection produces a certain redundancy intuitively, and this is shown by a quantitative analysis in the paper. In order to alleviate this problem, only a subset of the sequences, selected randomly from the payload representation, is passed to the HMMs for further analysis; this approach has the obvious outcome of speeding up the IDS. Moreover, it provides an additional line of defense against attempts to evade the IDS, as the attacker has indeed no clue of which part of the payload is used for the analysis. The set of sequences obtained in the preprocessing phase is then passed to the classification stage of the IDS. In the training phase, the parameters of each one of the $K$ HMMs are established in order to maximize the probability assigned by the HMM model to the packets of normal traffic in the training set. The difference in the $K$ models is obtained by choosing different random initialization matrices. In the detection phase, each HMM produces a probability for the set of sequences extracted from the payload. Then, the $K$ estimates are combined, similarly to the $2_n$-gram approach of Perdisci et al., using non-trainable combiners, i.e. the minimum, the maximum, the mean, and the geometric mean and consequently an output probability $P$ is assigned. Finally, the payload is classified as suspicious if $P$ is above a predefined threshold. For the purpose of testing the system, the authors employ three datasets of normal traffic, namely the classic DARPA’99, a dataset containing the HTTP requests sent to the web site of the College of Computing of the University of Georgia Institute of Technology (both these two datasets are the same as employed in the evaluation of McPAD, (see Section 2.1) and a dataset containing the HTTP requests sent at website of Department of Electrical and Electronic Engineering of the University of Cagliari. In addition to the normal traffic datasets, a database of generic HTTP attacks (Ingham et al., 2007) and variants of the generic attacks generated by a polymorphic engine CLET (the same attacks used in the evaluation of McPAD) were employed. Moreover, simulate XSS-SQL attacks to the web server of the University of Cagliari were also added (Corona et al., 2009a). As for the accuracy, HMMPayl is able to outperform PAYL and McPAD and in addition, it is particularly efficient in detecting attacks based on Cross-Site Scripting and SQL-Injection, in spite of these attacks present payload statistics not significantly different from the normal traffic. However, the processing time of HMMPayl is significantly higher than PAYL, even if the authors point out that the MCS approach can be easily parallelized. A prototype of the system complete of source code is available for download.3

Although developed in a completely independent way, a similar approach to HMMPayl is described in Song et al. (2009). The proposed IDS, named Spectrogram, works at the level of the packet payload. In particular, it analyzes HTTP requests in order to discard irrelevant content. Then, the payload is modeled by employing a technique based on $N$-grams, and, in particular, the system adopts a sliding window of prefixed width to inspect the payload. Analogously to HMMPayl, an ensemble of Hidden Markov Models is employed to model the sequence of $n$-grams extracted from the payloads. During the training phase, the hidden parameters of the set of HMMs are determined by machine learning techniques. The user has to choose only two parameters, namely the gram-size and the number of HMMs in the ensemble. Experimental results are conducted on real traffic captured from a couple of operational web servers with added the traffic relative to a number of well-known attacks generated using available exploits. The evaluation considers how the choice of the main parameters (i.e., the gram-size and the number of HMMs) influences the performance of the system and, in addition, some techniques to optimally select the two above-mentioned parameters are proposed. Finally, compared to a work based on $n$-grams, i.e. Anagram (Wang et al., 2006b), the approach based on HMMs scale better with respect to the gram size, in spite of maintaining a reasonable computational load.

3 https://pralab.diee.unica.it/en/HMMPayl_and_McPAD
Although in this review we direct our attention to intrusion detection systems that rely on the inspection of the network traffic alone, however there are other interesting approaches, named host-based intrusion detection systems, which are worth mentioning. In these kinds of approaches, many aspects of the system are monitored, from the CPU load to the user inputs. Examples of this paradigm are the two works described in the following. In the system proposed in Khanna and Liu (2006), HMMs are employed with the objective of generating models of normal activity for specific users; in practice, the models are linked to parameters such as CPU activity, systems call activity, system process activity, network activity, and session activity. Anomalous activities are then identified if they deviate from normal activities. In order to keep track of periodic changes in the user profiles, the system implements a concept drift detector based on the Kullback–Leibler divergence (Kullback and Leibler, 1951). In Khanna and Liu (2008), the same authors implement the system in a distributed environment, i.e., they consider a situation in which the data are collected from different systems in a subnetwork and then correlated in a central node. For further discussion on the topic of distributed intrusion detection systems, we refer to Section 3.

2.4.2. Other statistical techniques

A system based on data mining and statistical techniques is described in Boro et al. (2012). The authors pursue a meta-ensemble approach, namely a set of classifiers is combined by various simple non-trainable rules and finally different ensembles are combined using a weighted majority voting. First of all, in the preprocessing stage, ndfump is used to acquire the network flow. In the subsequent training phase, methods based on the concept of information gain, previously introduced in Kayacik Günes et al. (2005), are used in order to determine the most relevant feature for each class, into which the traffic is subdivided. The classification stage is then performed by three principal layers. The first layer consists of a set of basic classifiers, i.e., the C4.5 Algorithm, the Naïve Bayes Classifiers and the Decision Table. Each classifier assigns a value, representing the probability of belonging to a specific class, to each instance of the traffic flow; then, in the second layer, the probabilities are combined using different functions: i.e., sum, mean, minimum, maximum, median and weighted average. The third layer combines estimates of the previous layer by using the weighted majority voting rule, where basically a weight is assigned to a particular rule based on its past performance. The method proposed is compared to Adaboost.M1, Bagging and Majority Voting and exhibits better performance for all the cases. Datasets used for the comparison comprehend the well-known KDD99 and two additional datasets, part of the Tezpur University intrusion detection system (TUIDS) datasets. These datasets were generated by the authors deploying a subnetwork and launching attacks against it using exploits available at Packet Storm.  

The problem of detecting DDoS attacks is faced in Kumar and Selvakumar (2013). The solution proposed is based on an ensemble of supervised Adaptive Neuro-Fuzzy Systems (ANFS); see Jang (1993). These base classifiers are combined in an ensemble by a variation of the AdaBoost algorithm. Feature extraction and selection is performed at the traffic flow level, extracting six features from traffic dump, among the most relevant with respect to the type of attacks considered. The algorithm, moreover, incorporates a mechanism to reduce the false positive detection based on Neyman-Pearson Hypothesis Testing (Scott and Nowak, 2005). Experiments are conducted both on publicly available datasets (DARPA and CAIDA) and on real traffic data captured from the servers at the University of Naples “Federico II”. In the experiments, the system is able to outperform analogous solutions based on ensemble techniques as bagging and boosting. A similar approach is presented in Kumar and Selvakumar (2011). The main difference with respect to the above system is the choice of resilient back propagation (RBP) (Riedmiller and Braun, 1993), as the base classifier for the ensemble.

3. Distributed and collaborative IDS

Attacks conducted against online systems which occur in multiple networks simultaneously (i.e., large-scale stealthy scans, worm outbreaks and distributed DDoS), are among the most dangerous. In addition, coordinated attacks are really difficult to detect using isolated intrusion detection systems since these systems usually monitor only a small portion of a network. Moreover, it is often the case that a particular IDS is more efficient in detecting certain type of attacks, while a different one is more suitable for other type of attacks. For instance, it is well known that misuse based IDSs are very efficient in detecting known attacks based on a database of signatures, but they are rather weak in detecting new attacks. On the contrary, anomaly based IDSs are able to detect a certain number of new attacks but they usually show a rather high false positive rate even in the case of known attacks. As already remarked, architectures of IDSs based on the anomaly detection paradigm implement relatively complex analysis techniques in order to detect outliers in the network traffic being monitored. For instance, these techniques can be either data mining based or statistical based, but in any case, in order to attain a suitable detection rate and to minimize the false positive rate, they usually involve a rather high computational complexity. As a consequence, in order to cope with the high volume data involved in a real time environment, the natural choice is to exploit the potentiality of modern parallel hardware. Finally, detecting anomalies in network traffic often requires the use of time-consuming computational techniques, e.g., data mining and statistical analysis, and it is difficult for them to operate in real-time. Therefore, it is necessary to distribute the computational load required using distributed environments, i.e., parallel machines, cloud computing, etc.

Recently, for the reasons described above, the interest in distributed IDS has grown and different methodologies have been proposed. In the following subsections, we will firstly direct our attention to Collaborative Intrusion Detection Systems (CIDS). Basically, in the CIDS approach, the aim is to correlate information on attacks coming from different subnetworks. Next, we will describe solutions based on data mining techniques that, although not all of them are set up and tested in a fully parallel environment, nonetheless the solutions and the algorithms employed are particularly suitable for a parallel implementation. Lastly, we will include a brief discussion on solutions whose implementation takes full advantage of modern readily available parallel hardware. Namely we will review works, which implement their algorithms on GPGPU capable hardware, clusters, etc.

3.1. Collaborative IDS

The approach to intrusion detection based on the collaborative paradigm has the potential to design IDSs capable of detecting intrusions that occur across large networks and to correlate alarms coming from different sensors. Moreover, CIDSs reduce computational costs by sharing intrusion detection resources among different networks and they mitigate the problem of false alarms that would be generated by a single IDS operating alone. The main components of a CIDS, in accordance to the work of Zhou et al. (2010), are a detection unit and a correlation unit. The detection unit consists of multiple sensors deployed in a network that
generates low level intrusion alerts. These low level intrusion alerts are combined by the correlation unit, then high level reports are generated and finally the real nature of the attacks is confirmed. The design of a CIDS faces then two main challenges, namely *system architecture* and *alert correlation* methodologies. From the point of view of the architecture, we can distinguish the Centralized approach, in which the data are collected by different sources but analyzed and correlated by a single central unit. This approach suffers from various drawbacks; first, as most of the work is done by a single unit, serious problems of reliability are present, since the failure of the central unit causes the CIDS stops from properly working. Moreover, a large computational power is required in order to prevent the degradation of the performance of the CIDS. In the hierarchical approach, the correlation units are structured in a pyramidal way, with layers that perform increasing complex analysis on the data acquired by the detection units, but the final analysis is always performed by a central unit, namely the top of the pyramid. This approach frees the central unit from a part of the computational load, with respect to the centralized approach, but suffers from similar analogous problems to the ones mentioned above. Finally, there is a fully distributed approach in which the detection and the correlation work is spread among different units. This approach can be set up by a P2P network, for instance, but it is often hard to coordinate a large number of nodes in order to attain a suitable detection accuracy and to guarantee the scalability of the global system. Indeed, the mechanism implemented to share information should be efficient enough to hinder the speed at which menaces spread across a network; moreover, it should remain so as nodes are added to the system. Just to give a glimpse of how hard this problem is, in some extreme cases, as in the case of the SQL-slammer worm, it has been estimated that as the worm began spreading through the Internet it infected over 90% of the vulnerable hosts just in ten minutes. In the following, we review the main collaborative IDS and a summary of their characteristics is reported in Table 3.

In Zhou et al. (2009), the authors focus their attention on the problem of alert correlation, with the purpose of improving the scalability without renouncing the accuracy of the system, in particular for DDoS attacks and worms. In order to accomplish the above task, the architecture of the system is based on two main ideas. First of all, to speed up the correlation of the raw alarms, exploiting the knowledge on the different types of attacks, the search is limited to specific “patterns”, where pattern means a subset of features. For instance, the features of the network flow, “source address”, “source port” and “destination port” should be sufficient to correlate raw alarms for a broad class of DDoS attacks. Moreover, in order to deal with the large number of raw alerts coming from the various IDSs of the network, the alert correlation system is implemented in a fully distributed form, based on a P2P protocol. Each member of the alert network is made up of a detection unit and a correlation unit. The detection unit is responsible for collecting raw alarms relative to the local traffic. These alerts are analyzed by the correlation unit that implements a multi-dimensional clustering algorithm. In particular, the traffic is preliminarily filtered according to a combinations of key features or patterns of different attacks previously described, the filtered traffic is clustered and the traffic patterns are identified as suspicious by building a pattern lattice. Afterwards, the local results of this analysis are exchanged among the peers of the network for further analysis and correlation. The proposed system is tested on two data sets obtained from the Dshield.org website, which comprises a large number of firewall and NDIS logs collected from various platforms all over the world. In particular, one of the datasets employed in the testing contains data collected during the outbreak of the SQL-Slammer worm. The system is evaluated by conducting a large scale experiment on the PlanetLab...
network of the Princeton University in comparison to a fully centralized approach using metrics as detection accuracy and message exchange rate. The experiments demonstrate that the fully distributed approach is more efficient than the centralized approach in terms of the time required to correlate the alerts. Moreover, the above-mentioned probabilistic approach is really efficient in the case of stealthy attack scenarios.

In Boggs et al. (2011), a method to correlate alerts collected by different IDSs is presented. The IDSs inspect the local traffic by analyzing the content of the payload of HTTP requests. The analysis is based on the technique of n-grams analogously to the ANAGRAM algorithm (Wang et al., 2006b). The detection stage in the ANAGRAM system is improved following the technique of STAND (Sanitization Tool for ANomaly Detection) (Cretu et al., 2008, 2007) by a sanitization phase of the training set; then, the technique introduced in Cretu-Ciocarlie et al. (2009) is employed to tune the sensor parameters automatically. Once the payload is processed, the models associated with the normal traffic and with the suspicious packets are stored by using Bloom filters (Burton, 1970), which constitute their signatures. It is worth noting that storing the models of traffic by using Bloom filter has also the positive effect of preserving the privacy of the users during the correlation phase in which signatures are shared across different sites. Cross-site correlation of the alerts is obtained by using the method described in Locasto et al. (2005), i.e., the Worminator system. After that signatures are shared across sites, correlation is performed locally, by comparing the unencoded local alerts with the Bloom filter representing the alerts coming from remote systems. The system is evaluated on the datasets collected from the web servers of three different locations: http://www.cs.columbia.edu, http://www.gmu.edu and http://www.cs.gmu.edu. During the testing period the prototype was able to detect a considerable number of application-specific attacks previously unknown as well as a wide range of well-known attacks without human intervention. Finally, the system shows a very low rate of false positives.

In Hu et al. (2014), another CIDS is presented. Its architecture is based on different local nodes, in which, during the training stage, the local network traffic is modeled by using an ensemble of gaussian mixture models. In practice, the ensemble is built by a variation of the AdaBoost algorithm, adapted to a streaming environment. Local parametric detection models are exchanged among the nodes and then they are combined on the local nodes in order to constitute a global model, by using a process based on particle swarm optimization and SVM to select the fusion function. Experimental tests, performed on the KDD99 dataset, show the effectiveness of the system in improving the detection accuracy, in spite of exchanging a relative small quantity of data among the nodes, i.e., the parameters that determine the Gaussian mixture models.

It should be remarked that since only models of the traffic are shared and not network traffic itself, this guarantees the privacy of the various nodes involved.

An interesting point of view on the topic of correlating intrusion data coming from different nodes of a given subnetwork is proposed in McCaen and Wai Kah (2007). The solution proposed relies on the concept of conversation exchange model introduced in Ford (2004). This scheme has the scope of modelling the network traffic dynamic using aggregate traffic features and decision trees that encode, for each protocol, the way in which the packets are exchanged in the subnetwork considered. This process permits estimation of the distribution of the number of packets exchanged across the nodes of the subnetwork during nominal operations. At detection time, this distribution is monitored and techniques inspired by statistical mechanic and thermodynamics are used to detect anomalies in the distribution of the packets due to malicious activities. This approach is tested using different scenarios, i.e., different attacks on different segments of the network either occurring in different time slots or simultaneously. For each scenario, the system was able to detect the presence of attacks; however, it is worth remarking that the system detects deviations in the normal network dynamic. In order to detect the type of the attack or the nodes in which it has occurred, a deeper inspection at the level of packet content or of the network flow should be used, as analogous approaches described in this review.

In Perdisci et al. (2010), the authors present a system to cluster malwares based on their behavior. Simple statistical features are extracted from the HTTP traffic generated by the malware, i.e., the length of the GET requests, the number of requests, etc. Then, the models of the malware behavior are clustered in a two stage procedure. In the first stage, the BIRCH (Zhang et al., 1996) clustering algorithm is used, and its results are further refined by a hierarchical clustering. During the clustering process, cluster stability is performed by using the Davies–Boulding index in order to assess whether the clusters obtained are compact and well separated. Lastly, the signatures are generated from the clustering stages by using the Token-Subsequences algorithm (Newsome et al., 2005). Basically, for each cluster, signatures are generated considering substrings that are common to all HTTP payloads in that cluster. In Roberto et al. (2013), the same authors introduce some tweaks in the architecture, which presents a more balanced computational load and a better scalability in comparison with the original method. Experiments are conducted on many datasets of malware activities collected from various sources and the system proves to be able to generate signatures for different types of HTTP malwares.

3.2. Data mining-based approaches

As there are not many data mining distributed implementation of intrusion detection systems, this section also includes some works based on data mining that are particularly suitable to be implemented in a parallel/distributed environment. A summary of the main works, reviewed on the following, is reported in Table 4.

The work in Wang et al. (2014) describes a framework for the problem of adaptive intrusion detection over unlabeled HTTP traffic streams, which follows the autonomic paradigm proposed by IBM (Kephart and Chess, 2003). Indeed, it is able to self-label the incoming data stream, to update continuously the detection model and moreover, it is capable of adapting the detection model after a change happens in the data stream. The IDS works by inspecting HTTP packets at the payload level by essentially employing a 1-grams technique. After the preprocessing phase, in an initial stage, the data stream is clustered by an affinity propagation algorithm that employs a message passing technique named WAP (weighted affinity propagation). It is worth noting that clustering algorithms based on affinity propagation are graph-based and require a high computational load; therefore, they are generally more adapted to off-line analysis. However, the system adopts a message updating mechanism, which is suitable to be implemented in a distributed approach and that would extend its use to an online system. After the clustering phase is completed, the system analyzes the size and the sparseness of each cluster, in order to identify anomalous items. When a change is detected in the traffic, the models are rebuilt by restarting the clustering process. Three parameters control the rebuilding phase, i.e., the number of suspicious items, the length of the time window and the number of suspicious items since the last clustering stage. If one of these three parameters exceeds a certain threshold, the clustering phase is restarted. Finally, the system is compared with other existing clustering solutions: the k-Nearest Neighbor algorithm, the Principal Component Analysis (Jolliffe, 2002), a one class SVM method and a version of the system based on the
Table 4: Summary table of papers reviewed, data mining distributed (In the last column (Implementation): D indicates distributed implementation, S indicates suitable to distributed implementation).

<table>
<thead>
<tr>
<th>Author(s)</th>
<th>Year</th>
<th>Technique(s)</th>
<th>Dataset(s)</th>
<th>Preprocessing</th>
<th>Metric(s)</th>
<th>Implementation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wang et al. (2014)</td>
<td>2014</td>
<td>HTTP packet payload analysis based on 1-grams, WAP (Weighted Affinity) clustering</td>
<td>KDD’99, real traffic</td>
<td>None</td>
<td>None</td>
<td>S</td>
</tr>
<tr>
<td>Folino et al. (2010)</td>
<td>2010</td>
<td>Genetic Programming, Ensemble of Decision Trees</td>
<td>KDD’99</td>
<td>None</td>
<td>Detection accuracy, false positive rate</td>
<td>D</td>
</tr>
<tr>
<td>Folino et al. (2016)</td>
<td>2016</td>
<td>Genetic Programming, Meta-Ensemble of Decision Trees</td>
<td>Real traffic</td>
<td>None</td>
<td>Detection rate and false positive rate</td>
<td>S</td>
</tr>
<tr>
<td>Bukhtoyarov and Zhukov</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Brahmi et al. (2012)</td>
<td>2012</td>
<td>Multi-Agent System, DBSCAN clustering, association rule mining</td>
<td>KDD’99</td>
<td>None</td>
<td></td>
<td>S</td>
</tr>
</tbody>
</table>

Sequential Karhunen–Loève (Levey and Lindenbaum, 2000) transform. Testing is conducted on the KDD’99 dataset and on two large real HTTP traffic streams and the proposed system outperforms the other methods.

The approach in Casas et al. (2012) presents an IDS (named UNIDS, Network unsupervised intrusion detection system) based on the misuse detection paradigm. The solution proposed, based on an ensemble clustering method, is suitable to be easily implemented on parallel/distributed architectures. In addition, although the authors test it on data stream coming from a single source, they point out that it is well capable of dealing with data collected from different sources. The algorithm works in three phases: preprocessing, clustering and outlier identification. In the pre-processing phase, network traffic is captured from a single source using consecutive time windows of prefixed length. Afterwards, the captured traffic is aggregated into flows, and from each flow, some numerical features, i.e., source and destination network prefixes, traffic per time slot, etc. are extracted and a multi-dimensional vector representing the flow is obtained. A change detection algorithm is applied to the resulting vector and permits to flag some flows in the time slot as anomalous, which are passed to clustering phase. Then, in the clustering phase, a sub-space clustering algorithm is applied to the data, in the following way. First, the flows are aggregated using either IPsrc or IPdst aggregation keys and each aggregated flow is described by a number of traffic attributes. Multidimensional data, obtained as described before, are projected on multiple 2-dimensional subspaces of the feature space and a density-based DBSCAN algorithm (Ester et al., 1996) is performed on each subspace by using different notions of similarity or distance (i.e., a simple Euclidean distance, but also more complex statistical-based similarities). Finally, the results of the different clustering applied in each subspace are combined by an evidence accumulation clustering method (Fred and Jain, 2005); in particular, the algorithm of Evidence Accumulation for Ranking Outliers (EAARO) is employed, better described in Casas et al. (2012). In the last phase, the top-ranked outlying flows are flagged as anomalies, using a simple thresholding detection approach.

Experimental results are conducted both on the well-known KDD’99 dataset and on traffic captured from two real networks. UNIDS is compared to traditional misuse based NIDS and it is comparable to the traditional approaches in its ability to detect unknown attacks; however, it is suitable to parallel computation, which permits a drastic reduction in the overall analysis time of the system.

An unsupervised approach based on clustering is introduced in Leung and Leckie (2005). The system adopts an adaptive grid algorithm, named fpMAFIA, based on the CLIQUE clustering technique (Agrawal et al., 2005), and its improvement pMAFIA described in Nagesh et al. (2000). The fpMAFIA algorithm basically employs frequent-pattern tree techniques in order to mine frequent item sets. This algorithm, based on the grid density clustering paradigm, starts by partitioning the features space in a grid, and part of the elaboration is basically performed by counting instances of the dataset in each element of the grid and establishing their relative density there, this involves the computation of the mean distance between two instances. Based on this elaboration grid elements are then merged to form clusters. The above analysis can then be implemented in parallel form by assigning, for instance, a certain number of grid elements to a single elaboration unit, e.g. a CPU core. The methodology proposed is tested on the KDD’99 dataset and it shows good performance in terms of elaboration speed and detection rate, but false positive rate is relatively high with respect to other methods proposed in the literature.

In Folino et al. (2010), Folino et al. propose an ensemble-based distributed data mining algorithm, which adopts a genetic
programming approach to build the classifiers composing the ensemble. The framework is used to improve the detection accuracy when classifying malicious or unauthorized network activity and the dataset is distributed across multiple nodes and the framework uses network profiles to improve the detection accuracy for the minority classes (i.e., the attacks). Experimental results show that the system outperforms the C4.5 algorithm and its boosting and bagging version as for the minority classes on the well-known KDD’99 dataset. The same authors (Folino et al., 2016) extend the above-cited approach by using ensembles specialized to detect particular types of attack and by adopting a non-trainable function to combine each specialized ensemble. The experiments are conducted on the recent ISCX dataset and demonstrate that the approach is able to cope with the intrusion detection task, even in the case of really unbalanced classes, by exploiting the advantages of the specialized classifiers.

Huang et al. (2016) propose an architecture based on an ensemble of on-line sequential extreme learning machines, which is a type of neural network that supports on-line sequential learning, i.e., the predictor is updated as soon as new instances become available, see Liang et al. (2006) for more details. The approach combines different ensemble techniques such as Bagging, Subspace Partitioning and Cross Validation; in addition, in order to speed up the overall training phase, the data are distributed across the nodes of a cluster by means of the Hadoop framework. Experimental testing is conducted on the well-known KDD’99 dataset and the parallel implementation obtain a good scalability and a considerable reduction of the execution time and maintains the same accuracy as the sequential version of the approach.

Another distributed architecture based on neural networks is presented in Bukhtoyarov and Zhukov (2014). In this system, a probabilistic approach (more detail on this technique are given in Bukhtoyarov and Semenkina (2010)) is used for the generation of a neural network on each node of a network. Then, the neural networks are combined in an ensemble, in which the combination function is evolved by employing genetic programming using the same technique presented in Bukhtoyarov and Semenkina (2010). Afterwards, each node classifies the traffic independently from the other nodes and it inquires the ensemble only in the case in which it is not “confident” in its prediction. “Confidence” is implemented by a function based on the signal level at the output of a neuron corresponding to the class determined by the individual neural network classifier; if the value of this function is below a prefixed threshold, then the individual classifier needs to require the help of the ensemble. The system is evaluated on the KDD’99 dataset in term of Detection Accuracy and False Positive Rate against standard ensemble algorithms and in general it is capable of equal or better score than the competition with optimal choice of the above-mentioned threshold for the confidence function.

The architecture in Brahmi et al. (2012) combines misuse based and anomaly detection techniques with the multi-agent paradigm. Indeed, the analysis of the traffic is subdivided among many agents and some of them are devoted to collecting and pre-processing the traffic; then, the traffic is filtered by the so-named misuse detection agent, which checks it by using some rules related to known attacks. Then, the filtered traffic is passed to the anomaly detection agent that analyze it using a clustering algorithm that combines K-means and DBSCAN and identify normal and abnormal traffic. Finally, the result of this analysis is passed to the rule mining agent that, by using an association rule-based technique, builds new rules that will be used by the misuse detection agent. The system is implemented using the JADE (Java Agent DEvelopment Framework), and the agent platform and is suitable to be implemented in a distributed environment, however the experiments are conducted on a sequential version of the framework. Experimental testing is conducted on a real traffic dataset, in which the attacks are injected by the Metasploit™ tool. The low bandwidth consumption and the network latency prove that the system is capable to cope with an increasing number of attacks and volume of network traffic. Moreover, the system is able to outperform largely used IDS systems, as SNORT, in term of detection rate and false positive rate.

3.3. High-performance implementations

Recently, efforts have been made in order to take advantage of modern parallel hardware in the analysis of network traffic for the purpose of intrusion detection (Vokorokos et al., 2014). In fact, in the last few years, massively parallel hardware is readily available in the form of off the shelf components, namely multi-core CPUs and graphic hardware capable of general purpose computations (GPSPUs).

Most of the works present in the literature try to boost the signature verification stage by using a parallel implementation. For instance, there are projects that expand existing solutions in order to take advantage of GPGPU hardware, i.e., SNORT that is based on the well-known open source solution SNORT. Others works adopt a signature-based solution from scratch, and concentrate their efforts on implementing a very efficient signature verification based on parallel pattern matching algorithms (Jamshed et al., 2012; Bellekens et al., 2014). This approach can be extended by distributing the signature verification among different nodes. In this case, a particular attention is devoted to the problem of synchronizing the elaboration between nodes, see Vasilidis et al. (2011), Jamshed et al. (2012), Vokorokos et al. (2013), and Schae-liecke et al. (2005).

An interesting work is presented in Bandre and Nandimath (2015), in which GPGPU hardware is paired to a cluster. In particular, computational tasks relative to signature matching are performed by the GPGPUs. The cluster is employed to process and mine the data streams of the alarms, and to assess the most common vulnerabilities and threats, by exploiting the advantages of the Hadoop framework.

In order to take full advantage of a parallel implementation, a key point is to guarantee the scalability and a good load balancing. To this aim, the system proposed in Zheng et al. (2015) adopts a solution called negative pattern matching, which splices the pre-processed network traffic into small segments suitable to be analyzed in parallel and to perform a fine grained load balancing of the computational load. This technique ensures that no key information is lost in the process. Moreover, the rule set is subdivided into independent subsets, which can be applied independently, providing another means to parallelize the pattern matching process. Finally, the pattern matching is performed by a technique based on the ternary content addressable memory method. Experimental results show that the above-mentioned techniques are able to improve remarkably pattern matching performance and scalability in many real-world scenarios.

The approach in Alshawabkeh et al. (2010) uses an anomaly-based technique, which adopts a parallel local outlier algorithm. The technique used comprises a heavy phase of computation of the mutual distances of the points in some regions of the dataset. Therefore, a parallel implementation that increases the speed of the algorithm can be set up, as the computation of the distances can be performed independently. It would be interesting to implement more sophisticated solutions on parallel hardware and to test the systems on traffic data captured and processed in real time. For instance, modern database systems such as Oracle Database 10g (see Campos and Milenova, 2005) provide all the
necessary instruments to easily implement an intrusion detection architecture, from the data preprocessing to the phase of clustering and analysis. The possibility of exploiting the potentialities of the Oracle grid computing infrastructure is really interesting. In fact, this infrastructure enables sharing the content of the databases, or in other words the network traffic to be analyzed using the power capacity of many computing nodes. Therefore, it is possible to distribute the computational load in a transparent way and to ensure the availability of flexible on-demand computing resources capable of guaranteeing scalability and reliability. This infrastructure could provide a good testbed to compare different solutions and techniques.

4. Discussion: lesson learned and open issues

As discussed in the introduction to the paper, a modern NIDS has to cope with the increased speed of the underlying network connections. Increased network connections naturally mean an increase in the number of alarms generated, especially in the case of signature-based NIDS that works at the packet level. As a consequence, there is an ever increasing need for solutions that do not overwhelm human operators with a number of unmanageable alarms; indeed, it would be desirable to implement a mechanism that aggregates elementary alarms and presents higher level information to the operators.

The increase in the volume of data to be processed makes it really hard for an NIDS to work in real-time using sequential hardware. Finally, a modern NIDS needs to be capable of dealing with new undocumented attacks, for which a signature is not available (0-day attacks).

In view of the above remarks, solutions based on algorithms that can be implemented in parallel/distributed environment should be preferred. It is well known that currently it is easy to deploy hardware solutions capable of executing massively parallel algorithms, by using multi-core CPUs and GPGPUs hardware, using off the shelf components. In this review, ensemble-based framework were individuated to be particularly suitable to exploit easily the power of parallel hardware.

By analyzing the data mining algorithms present in the literature for the intrusion detection task, though generally the authors note that their solutions are suitable to be implemented in parallel environments, there is usually a lack of experiments that test the proposed solutions on real parallel hardware and on real network traffic.

Preprocessing steps and feature selection and extraction are key points in designing an efficient NIDS and the other part of the algorithm could benefit from an opportune design of these phases. In the reviewed works, we remarked the different preprocessing technique adopted, usually based on statistical, data-mining and information theoretic methods.

More in general, the works reviewed can be subdivided into two types. The first type considers the systems that inspect the traffic at the level of the packets payload. They usually concentrate on textual-based protocols, i.e. whose content is represented in plain text, such as for instance HTTP. In these cases the analysis of the payload is based on the technique of n-grams. The second type made up of systems that model the traffic at the level of network flow. The two types of approach have their weaknesses and strengths. First of all, the most computational intensive is generally the one that inspects package payload. It turns out that solutions based on the network flow are more adequate to modern environments involving high speed traffic and a consequent higher volume of data (Sperotto et al., 2010). On the other hand, packet inspection-based methods are particularly efficient in the detection of attacks that present anomalous requests, i.e., cross-site scripting. Network flow analysis is particularly useful when applied to complex attacks as the case of DDoS. For the reasons explained above, it should be interesting to try and implement a hybrid solution taking the best of the two approaches. It is worth noticing that in any case both the approaches require a high computational load, especially if the analysis stage is based on the anomaly detection paradigm.

Consequently, it would be desirable to set up an anomaly detection mechanism relying on traffic models that are based on aggregate features; usually, traffic is aggregated in flows and flow properties are used as features; moreover, from an higher level, it is important also to consider aggregations and statistics based on these features such as entropies of flow characteristics for individual source of IP addresses, number of flows with given characteristics, and so on. For instance, recall the approach (McEachan and Wai Kah, 2007) described in Section 3.1, in which aggregate features are employed in order to build up a model of traffic for an entire subnetwork. Then, after a first analysis of the aggregate features, an algorithm could analyze, at a deeper level, only the time windows in which the change detector individuates an anomaly. As this mechanism usually must work in real-time, a tradeoff between accuracy and speed should be reached.

In the collaborative IDS approach, the alarms are shared between different detection points. This is attained by sharing the raw alarms, i.e. those generated locally by each NIDS must be exchanged among different sites and in addition, a mechanism to collect and analyze them must be implemented. The main advantages of this methodology are the ability to detect complex and correlated activities such as malware diffusion, distributed DoS and scans that span entire subnetworks. Moreover, the sharing mechanism could enable exchange of informations among systems concerning attacks individuated in a node, but not currently observed on the other parts of the network. The current literature on the subject suggests that, in order to prevent bottlenecks, the collection and the analysis of the alarms should be implemented in a fully distributed way. In practice, each node should be able to collect, analyze and elaborate the alarms and then to share globally the final results. Typically, this approach uses P2P network with their relative drawbacks; in fact, particular attention must be paid to the sharing mechanism in order to guarantee scalability and performance.

Moreover, for the problem of managing new attacks, techniques based on anomaly detection and, in particular, on clustering algorithms are in principle suitable to operate in an environment that requires the analysis of data streams containing previously unseen anomalous content. Nonetheless, generally there is a lack of experimentation, in which the solutions are tested in a real-life environment; consequently, it is not always clear whether the solutions proposed are able to operate in real-time or in near real-time. It is also desirable to consider distributed clustering frameworks employing a mechanism for sharing the results across multiple nodes in a similar way to the alert correlation process described above; indeed, this sharing mechanism should be implemented again in a fully distributed way in order to prevent bottlenecks.

Sharing knowledge across multiple nodes either in the form of alerts or as the result of clustering and analysis, poses problems concerning the privacy of the involved subjects and institutions; in order to mitigate this problem as much as possible, the sharing mechanism should be based on abstract models of traffic, high level alerts, and should avoid the exchange of sensitive information such as the packet content. Recall for instance (Hu et al., 2014), in which only the parameters of the abstract models of traffic are exchanged, and (Boggs et al., 2011), in which signatures of different types of traffic, first encoded by Bloom filters for protecting users' privacy, are shared.
As a general consideration, it is really hard to compare the different methods, based on different implementations, proposed in the literature. A common testbed on which to perform extensive testing on different datasets or even better in real environments and in different scenarios, would be remarkably useful for the intrusion detection community.

5. Conclusions

This work mainly reviews data mining algorithms that present an approach to network intrusion detection suitable to take advantage of modern parallel/distributed and cloud environments. Therefore, the aspects of the general design of a network intrusion detection systems that play a key role in designing an efficient system are considered. With this aim in mind, solutions based on the ensemble paradigm are analyzed, as this kind of algorithm is easily implementable on distributed environments and presents many advantages in the intrusion detection field. Collaborative intrusion detection systems are particularly interesting as, by correlating information coming from different nodes, they permit the discovery of more complex attacks and generally present a lower number of false positive alarms. In fact, they share informations with the other nodes in a subnetwork, either in the form of correlated alarms or in the form of models for detecting the attacks and therefore they minimize the rate of false positive alarms and are able to detect complex attacks that spread across entire subnetworks.

In addition, in order to design a modern architecture capable of coping with the high amount of data involved in modern high speed networks, high-performance distributed frameworks must also be considered. Finally, an overlooked issue in the intrusion detection field is the lack of a common distributed testbed, which permits the different solutions to be deployed and compared in a real environment.
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